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The three fundamental normative notions, prohibition, permission and
obligation, can be defined in terms of the consequences of doing actions.

Anderson [1967] and Kanger [1971] followed this idea and independently
developed a deontic logic. This is a classical modal logic and it leads to quite
many problems.
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A dynamic deontic logic

Starting from the same idea, Meyer [1988] proposed a deontic logic based on
a fragment of PDL.

This work applies deontic operators to actions and many problems with
previous deontic logics are avoided.



Two problems with Meyer’s work

Meyer’s work does not handle the normative notions very well, as the
following statements are satisfiable in it:

m Killing the president is not allowed, but killing him and then surrender-
ing to the police is.

m Rescuing the injured and then calling an ambulance is obligated, but res-
cuing the injured is not.
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Meyer’s work does not handle the normative notions very well, as the
following statements are satisfiable in it:

m Killing the president is not allowed, but killing him and then surrender-
ing to the police is.

m Rescuing the injured and then calling an ambulance is obligated, but res-
cuing the injured is not.

Its formalization of refraining to do something is not reasonable:

m The intersection of @ and « is not always empty. This means that there
may be ways to refrain from o while at the same time doing a.

m The intersection of @ and «; j is not always empty. This means that per-
forming «; 8 may be a way to refrain from doing a.
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To do something else

The principle of symmetry: if doing « is doing something else than 3, then
doing 3 is also doing something else than .

The principle of irrevocable history: if you have done something, then you
will always have done it.

Let a and b be two different atomic actions. Fix a start point. When would we
say that the agent has done something else than a; b?

Clearly if the agent has done 4, he has done something else than b. Then if he
has done a; b, he has done something else than b. Then if he has done b, he
has done something else than a; b.

We can not say that if the agent has done 4, he has done something else than
a; b, otherwise we have to say that if he has done a; b, he has done something
else than a; b.
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A sharpened idea of reducing normative notions

There are a class of states, a group of people and an agent. Some states are
bad and some are fine for this group. The agent doing an action at a state
changes this state to another one.

An action is prohibited at a state if the state will be bad at some point during
any performance of this action.

An action is permitted at a state if the state will always be fine during some
performance of this action.

An action is obligated at a state if the state will be bad at some point during
any performance of anything else.
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b means that this is a bad world.

||| ¢ means that for any way to perform «, ¢ will be the case at some point in
the process.

The dual {a)¢ of |a|/¢ says that there is a way to perform « s.t. ¢ will be the
case at all the points in the process.

Fa, o is forbidden, is defined as | a||b. Po, « is permitted, is defined as {a}))-b.
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M = (W,{R,|aellp},B, V) is a model where

m W is a nonempty set of states

m foranyaelly, R, c Wx W, and forany a,beIlp, R, N Ry = &
mBcW

m Vis a function from & to 2"

Roughly a model is a labeled transion system plus a set of bad states.
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Interpretation of actions

Each finite sequence of states is called a trace. Each action « corresponds to a

set S, of traces.

ON:
ogor
T

Sap = {w1w2ww4 }

S = {wiwsws }

S(asb)u(ed) = {W1W2TWy, W1 W3 Wy }
Spx = {ws, wsws, wswsws, . .. }



Semantics

M, w I+ ¢, ¢ being true at w in M, is defined as follows:

B Mwir-rb<eweB

B M, w I+ Fa < for any trace wy...wy, if wo = w and wy ... w, € S, then
M, w; I-bforsomei<nst 1<i<n

M, w I+ Pa < there is a trace wy...w, s.t. wy = W, Wy ... W, € So and
M, w; - -bforanyi<nst 1<i<n



To do something else



Computation sequences

A computation sequence, called a seq, is a sequence of atomic actions. An
example: abab is a seq.



Computation sequences

A computation sequence, called a seq, is a sequence of atomic actions. An
example: abab is a seq.

Each action « corresponds to a set CS(«) of segs.
m CS(a;b) = {ab}
m CS((a;b) u (c;d)) = {ab,cd}
m CS(a*) ={¢,a,aa,...}
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The relation of x-different

Let c denote the relation of initial segment. For any seqs ¢ and T, o is
x-different from 7,0 ¢ 7,ifo ¢ Tand 7 ¢ 0.

An example: b is x-different from ab, but a is not x-different from ab.

For any actions « and 3, « is x-different from 8, e # 3, if for any seqs
ceCS(a)and 7€ CS(B), 0 # .

The relation of x-different formalizes the word “else” in the imperatives such
as “don’t watch cartoon and do something else”. If « is x-different from £,
then doing « is doing something else from /.
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To do something else

For an action «, there might be many actions each of which is something else.
The relation of x-different itself is not enough to handle the notion of to do
something else, as the latter also involves a quantifier over actions.

Luckily, for any a, among the actions which are something else, there is a
greatest one in the sense that it is the union of all of them. This lets us deal
with the notion of to do something else without introducing any quantifier
over actions.
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Let A be a set of seqs. Define A, called the opposite of A, as the set
{r|7#0forany o e A}.

Proposition

For any «, thereis a 8 s.t. CS() = CS(«).

B is called the opposite of c, denoted as &. An example: let Iy = {a,b}; then
a=b;(aub)”.

Proposition

CS(@) =U{CS(B) |8 # a}.

@ is the union of all the actions x-different from «. To refrain to do « is to do
something else; to do anything else is to do @.
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Obligations

Oc, « is obligatory, is defined as ||&] b; it means that no matter what else
except a to do and how to do it, the state will be bad at some point in the
process.

M, w I O <= for any trace wy . .. wy, if wo = w and wy . .. w, € Sa, then w; I+ b
forsomei<n

It can be verified that our work does not suffer from the two problem with
Meyer’s work.

A test ¢? in trace semantics is a set of states in which ¢ is true. Trivially F(¢?)
is never true and P(¢?) is always true. This means that there is no restriction
on testing and testing is always free.



Is there a related algebra?

Let C be the set of concise sets of segs. Is there a known algebra related with
(C7 ®7 U7* 7A')?
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Future work

Does this logic have complete axiomatization?
What is the computational complexity of it?
How do we dynamize it?

Instead of the division of good and evil states, we want to introduce the more
fine-grained notion of betterness in further work.



Thanks!
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